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RESUMEN

Utilización de redes neuronales para formular gra-
sas técnicas.

Las redes neuronales son una rama de la inteligencia arti-
ficial basadas en la estructura y funcionamiento de sistemas 
biológicos, teniendo como principal característica la capaci-
dad de aprender y generalizar conocimiento. Estas son utili-
zadas en la resolución de problemas complejos, en los cuales 
los sistemas computacionales tradicionales presentan una 
eficiencia baja. Hasta la fecha, han sido propuestas aplicacio-
nes para los más diversos sectores y actividades. En el área 
de grasas y aceites, la utilización de redes neuronales se ha 
concentrado principalmente en dos asuntos: la detección de 
adulteraciones y la formulación de productos grasos. La for-
mulación de grasas para uso específico es el caso clásico de 
problema complejo donde un experto o grupo de expertos de-
finen las proporciones de cada base, que al ser mezcladas 
proporcionaran características especificadas para el producto 
deseado. Algunos sistemas computacionales convencionales 
están disponibles actualmente para auxiliar a los expertos, sin 
embargo, estos sistemas presentan algunas deficiencias. En 
este artículo será descrito con detalles, un sistema para la 
formulación de productos grasos por redes neuronales (MIX) 
a partir de 3 o más componentes. Todas las etapas del desa-
rrollo, incluyendo el diseño, construcción, entrenamiento, eva-
luación y operación de la red serán mostradas. 

PALABRAS CLAVE: Blending – Formulación – Grasas 
hidrogenadas – Grasas interesterificadas – Grasas técnicas 
– Redes neuronales.

SUMMARY

Neural networks to formulate special fats.

Neural networks are a branch of artificial intelligence 
based on the structure and development of biological 
systems, having as its main characteristic the ability to learn 
and generalize knowledge. They are used for solving 
complex problems for which traditional computing systems 
have a low efficiency. To date, applications have been 
proposed for different sectors and activities. In the area of 
fats and oils, the use of neural networks has focused mainly 
on two issues: the detection of adulteration and the 
development of fatty products. The formulation of fats for 
specific uses is the classic case of a complex problem where 

an expert or group of experts defines the proportions of each 
base, which, when mixed, provide the specifications for the 
desired product. Some conventional computer systems are 
currently available to assist the experts; however, these 
systems have some shortcomings. This article describes in 
detail a system for formulating fatty products, shortenings or 
special fats, from three or more components by using neural 
networks (MIX). All stages of development, including design, 
construction, training, evaluation, and operation of the 
network will be outlined.

KEY-WORDS: Blending – Interesterified fats – Neural 
networks – Shortenings – Special fats. 

1.  INTRODUCTION

Artificial neural networks (ANNs) are 
computational systems based on the structure and 
development of biological systems, which can 
be defined as a set of highly interconnected, low-
capacity computational units. Because they work in 
parallel, these systems are able to learn and to 
generalize knowledge (Romero et al., 1991). ANNs 
consist of a computer processing technique which 
is quite useful when there is no exact mathematical 
information; and they are also able to predict linear 
and nonlinear problems (Katz et al., 1992).

Neural networks have been proposed to perform 
various tasks in a number of areas of human 
knowledge (Poulton, 2002), from medical diagnostics 
to robotics and also in process control. In the food 
area, they have been used in chemical and sensory 
analyses (Sorsa et al., 1991, Arteaga and NakaiI, 
1993, Liu and Tan, 1999; Haugen, 2001), rheology 
(Goshawk et al., 1998), microbiology (Lou and 
Nakai, 2001; Cheroutre-Vialette and Lebert, 2002), 
to predict the quality of food (Lange and Wittemann, 
2002; Ni and Gunasekaran, 1998; Mutlu et al., 
2011), in biotechnology (Glassey et al., 1994; Zhang 
et al., 1994; Yuan and Vanrolleghem, 1999), to 
monitor the authenticity of food (Da Cruz et al., 2009) 
and to predict the antioxidant activity and classification 
of tea (Cimpoiu et al., 2011), among others.

	 245



246	246	 grasas y aceites, 63 (3), julio-septiembre, 245-252, 2012, issn: 0017-3495, doi: 10.3989/gya.119011

R.K. García, K. Moreira Gandra, J.M. Block and D. Barrera-Arellano

Therefore, the formulation of fats for specific 
purposes by neural networks has become an 
effective alternative compared to conventionally 
used processes, thus ensuring a high performance 
of the manufactured products, and allowing the 
prediction, cost control, and availability of raw 
materials in the warehouse.

2.  NEURAL NETWORK TECHNOLOGY

Artificial neural networks can be defined as a set 
of technologies surrounded by intelligence with the 
aim of simulating the human brain. In the nineteenth 
century, Alexander and William James-Bains 
examined the functioning of the brain and how a set 
of active neurons is formed and thus created the 
technology of neural networks (Jansson, 1991). 
The first model of neural networks that describes 
how human neurons function was reported by 
Warren McCulloch and Walter Pitts in 1943 
(McCulloch and Pitts, 1943). Their idea of 
mathematically simulating the human thinking 
process triggered a huge amount of research in this 
field during the following two decades.

A neural network is formed of simple processing 
elements called artificial neurons, which are 
arranged in layers and interconnected by a high 
number of connections associated with weight. The 
aim of the network is to simulate the behavior of 

Most works on neural networks focus on issues 
related to the detection of adulterations of fats and 
oils in fat products; however, they have recently 
been used to optimize processes, such as oil 
refining, prediction of the stability of oils and mainly 
in the formulation of fats. Table 1 describes the 
main applications in this area. The formulation of 
fats by neural networks has been studied since 
1996 (Block et al., 1997), from hydrogenated fats 
from soybean, using the program MIX (Barrera-
Arellano et al., 2005). The same program was used 
by Gandra (2011) to build and train a neural 
network with interesterified soybean-soybean fats 
and it has shown to be efficient in formulating fats 
to be used in biscuit fillings.

The growth of the fats industry has demanded 
an increasing specialization in the production of 
fatty bases with physical and plastic properties 
suitable for application in various products. In most 
cases, conventional methods for the formulation of 
these products are based on the high degree of 
specialization of the formulator, which often result 
in practical responses obtained over time and can 
cause economic loss or affect product quality.

In other cases, data obtained through 
equivalent statistical methods, linear programming, 
or databases is used for the formulation of 
products. In general, these methods are not 
precise; they work without cost optimization, and 
still largely rely on the experience of the formulator. 

Table 1
Applications of neural networks in fats and oils

Date Subject Authors

1991 Classification of edible oils Romero et al.

1993 Adulteration of virgin olive oils Goodacre et al.

1994 Adulteration of olive oil Lichan

1996 Beef Carcass Classification Borggaard et al.

1996 Adulteration of butter fat Lipp M

1997 Identification of butter types Meisel et al.

1997 Characterization of cocoa butters Anklam et al.

1997 Formulation of fats Block et al.

1998 Rheology of mayonnaise Goshawk et al.

1998 Pork carcass composition Berg et al.

1998 Continuous frying control Huang et al.

1999 Classification of vegetables oils Martin et al.

1999 Mayonnaise Indahl, U.G.

2000 Predicting oxidative stability of vegetable oils Przybylski and Zambiazi

2001 Classification of iberian pig fats Carrapiso et al.

2002 Crystallization of the tripalmitin in olive oil Gallegos-Infante et al.

2009 Formulation of special fats with intersterified fats Gandra et al.

2009 Optimization of virgin olive oil elaboration process Márquez et al.

2009 Checking the authenticity of low-fat yogurts Da Cruz et al.

2009 Formulation of blends for margarines with interesterified fats García et al.
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large number of information signals that are 
converted into values established during the 
training and testing steps. The last layer is the 
output layer, where the solution of the problem is 
obtained (Sousa et al., 2003; Sofu and Ekinci, 
2007; Kruzlicova et al., 2009). Figure 1 shows a 
basic model of the artificial neural network.

The number of neurons in the input layer 
corresponds to the number of variables used to 
feed the neural network. They are often the most 
important variables for the problem under study. In 
the output layer, there is a neuron for each 
response provided by the network. On the other 
hand, the number of neurons in the intermediate 
layers depends on the complexity of the problem. 
Defining the size of these layers is not an easy 
task, since there is no theoretical method for 
defining the optimal structure of the neural network. 
The exact number of layers and hidden neurons is 
usually estimated by trial and error (Jayas et al., 
2000; Vafaei et al., 2009).

The process of learning and knowledge storage 
is called upgrading. In the literature, there are 
several proposals of architecture and learning 
method (Widrow and Lehr, 1990; Hush and Horne, 
1993; Rumelhart et al., 1986). The selection of 
learning method depends on the problem to be 
solved by the neural network.

The capacity of a neural network depends 
primarily on its parallel-distributed structure and its 
ability to learn and, therefore, to generalize. 
According to Barbosa et al. (2005), some of the 
important features of neural networks are:

— Error tolerance — this feature allows the 
network to continue to provide acceptable results in 
case of failure of some neuron. The information in 
the network is distributed over all its elements, 
enabling the retrieval of information contained in 
the remaining elements in case of destruction of a 
part of the network.

— Generalization — this allows the neural 
network to obtain appropriate outputs in response 
to the unknown input data, i.e., not belonging to the 
training set of data. 

biological neurons (Lemes and Junior, 2008; 
Khataee and Kasiri, 2010). 

The main advantage of neural network technology 
over conventional models is that the ANNs can easily 
handle complex nonlinear relationships even when 
the exact nature of such behavior is not well defined 
(Ni and Gunasekaran, 1998).

The main attraction for the use of ANNs in solving 
problems in different areas of expertise is their ability 
to generalize information and learning by example. 
Generalization is a characteristic associated with the 
ability to learn from a set of examples and to give 
consistent responses with unknown data; this 
demonstrates that ANNs can achieve more than 
simply mapping the input and output relationships. 
ANNs are able to extract nonexplicit features of a set 
of data provided to them as examples. The major 
features of neural networks are parallel processing, 
associative and distributive memory, error tolerance, 
approximation ability, learning, and self-organization, 
which are properties identical to those of biological 
neural networks (Gomes and Awruch, 2004, 
Barbosa et al., 2005).

In the oils and fats industry, software has been 
used to manage, supervise, and operate product 
lines such as oil, margarine, butter, and mayonnaise. 
The automation allows for obtaining better quality 
products and optimization of costs. In practice, 
expert systems and neural networks stand out in 
process control (Brito, 1994).

2.1.  Neural network structure and learning 

Operationally, one can consider the neuronal 
network as a “processing box” that can be trained to 
generate one or more outputs from a set of input 
data (Cerqueira et al. 2001). Between the input and 
output layers, there is a variable number of hidden 
(hidden or intermediate) layers. For this arrangement 
of layers, the number of neurons in each layer and 
the type of connection between neurons (feedforward 
or feedback) defines the architecture of the neural 
network (Haykin, 1999; Vieira et al., 2005; Marini, 
2009; Khataee and Kasiri, 2010).

Different neural network architectures are found 
in the literature. The multilayer perceptron ANN 
(Multilayer Perceptron — MLP), also known as 
progressive multilayer network (feedforward), is 
one of the most widely used because of its 
versatility and significant results in solving complex 
problems (Barile et al., 2006; Vafaei et al., 2009; 
Eyng and Fileti, 2010). A multilayer neural network 
is typically formed of layers of aligned neurons, with 
the variables being presented in the first layer, 
usually referred to as the input layer.

The neurons receive artificial signals and pass 
them to the intermediate layers of the program 
through mathematical connections. Each neuron 
processes one piece of data in parallel and 
automatically distributes it through the various units 
comprising the network. The process units transfer 
the weighed sums of data by an activation function, 
typically a sigmoidal function, which contains a 
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Structure of generalized feedforward and multilayer  

perceptron ANN.
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characteristics related to sensory, nutritional, 
technological aspects, as well as oxidative stability, 
which ensure quality, applicability and customer 
satisfaction (Stauffer, 2006).

The most important features of fats and oils are: 
melting point, the solid fat content (SFC) and 
crystallization form of the triacyglycerols, influenced 
not only by the chain length and number of double 
bonds of fatty acids, but also by the distribution and 
position of fatty acids in the triacyglycerols (Daniels 
et al., 2006). The use of physical measures in the 
oils and fats industry is associated with quality 
control, research, and the development of new 
products (Cebula and Smith, 1991).

The solid fat content is essential for 
characterizing fats and oils for the production of 
margarines and shortenings, and it is one of the 
principal parameters taken into account for the 
formulation of fat products. In addition to defining 
product hardness and functionality at different 
temperatures, measuring of the solid fat content 
allows for controlling the raw materials used in the 
formulation of the fat (Ramli et al., 2005).

When developing a new product several stages 
are carried out in a business. These go from 
defining the application and the consumer market, 
to the department of new product development to 
adapting the pilot plant. The importance of the 
formulation process is critical because the quality of 
the final product is directly related to the success of 
the formulation stage. Restrictions related to the 
production process (availability of raw materials, 
storage of ingredients, and plant performance) and 
economic issues (cost of the final product) are also 
problems faced by formulators (Lefebvre, 1983).

Following the global trend, the oils and fats 
industry is continuously adding more and more 
computers to their facilities and process control. 
This aims at obtaining high quality products at low 
costs, which compete in a highly competitive 
market. Fats are widely used in the food industry 
and, in recent years, the development of these 
industries has led to an increasing specialization 
directed to the production of fats with physical-
chemical characteristics defined according to their 
application. These products are usually obtained by 
using different raw materials, which are mixed in 
proportions defined by the blending process 
(Smallwood, 1989). 

The set of available bases varies among the 
different companies as a result of practical responses 
obtained over time to achieve specifications of new 
products. The use of bases can minimize the lack or 
excess of the final product, reducing costs, and the 
greater the number of bases, the greater the 
flexibility to meet the specifications of the finished 
product (O’Brien, 2004).

Despite the technological evolution of the 
production processes of raw materials, fat 
formulation procedures, in addition to being quite 
complex and laborious, are scarcely reported in the 
literature (Lefebvre, 1983; Zafra, 1993). Despite 
developments in the field of information technology 

— The ability to learn is a process that involves 
changing the synaptic weights of a neural network 
by applying a set of training pairs, for which one 
knows in advance the output one wants to obtain.

— The training is repeated until the network 
reaches a level where there are no significant 
changes in the weights.

— Approximation ability — Due to its ability to 
learn, the network is able to find any point of input/
output, provided the data are representative of the 
process being dealt with, provided they are properly 
selected according to the neural network 
architecture, and from their training algorithm, 
networks are capable of approximating continuous 
functions of any order.

3.  SPECIAL FATS

Special fats are also known as shortenings, 
and can be defined as fats used for various 
applications and different purposes, such as 
emulsification, lubrication, aeration, etc. Initially, 
the word shortening was used for lard, which was 
an ingredient used to soften bakery products 
(O’Brien, 2004). 

Currently, due to trends in the use of oils and 
fats, physical and chemical changes in them are 
called for, since most natural oils and fats have 
limited application in their original form due to 
their particular composition in fatty acids and 
triacyglycerols. Among the modification processes 
of oils and fats to produce specialty fats for different 
purposes, we highlight the modification by genetic 
engineering, hydrogenation, fractionation, and, 
more recently, interesterification to produce trans-
free products (Chiu et al., 2008; Ribeiro et al., 
2009).

A common process appraised as an economically 
viable practice is the mixing of oils and fats known as 
blending. Blending is a mixture of oils and/or 
modified or non-modified fats at specific proportions 
to achieve the desired characteristics of the product. 
The interactions that occur among the triacyglycerols 
of the mixtures are responsible for changes in the 
physical characteristics of fats (Timms, 1985). 
According to Humphrey and Narine (2004), special 
fats or shortenings can be composed of a single fat or 
oil, or a combination of several oils and fats, processed 
or not for changing their original characteristics, and 
they may contain emulsifiers, antioxidants and other 
ingredients added to improve and adapt the product 
to specific purposes.

The application characteristics of a fat or 
shortening are directly related to its composition. 
Fat is formulated taking into account the needs of 
the process, the functionality required in the foods, 
and storage conditions of the final product. In 
general, there are no defined specifications or 
standards for a particular product, thus, each 
manufacturer sets its standard formulation and 
process variables for the manufactured products. 
However, these products should present some 
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highly effective in formulating products not included 
in the training. The authors requested the 
formulation of 17 products whose solid profiles 
estimated by the neural network were determined 
experimentally. In this experiment, the ANN of the 
perceptron type with sigmoidal activation function 
comprises two intermediate layers and one output 
layer. The input layer, which is usually not 
considered when counting the number of layers, 
was formed of six variables representing the solids 
profile of the formulated products. The intermediate 
layers used six neurons, while the output layer 
used three neurons, representing the product 
formulation (percentage of each of the three raw 
materials proposed for obtaining the desired solids 
profile in the final product). 112 formulations 
(examples in Table 2) were used for the neural 
network training, with data of solid fat content at 
each temperature being fed to the system. The 
training process was considered complete when 
the total error was less than 1%. 

In another study, Block et al. (2003) requested 
responses for some commercial products from the 
neural network, where the requested response relates 
to the solids profile of these products. The responses 
suggested were formulated experimentally, and in 

of the 1970s and 1980s, the production of fats by 
blending still depends on formulators who do a 
great number of trial and error tests (Lefebvre, 
1983; Smallwood, 1989; Erickson and Erickson, 
1995). 

These formulators are usually based on the 
solids profile of the available raw materials and of 
the product to be formulated, they determine the 
proportion of each raw material, sometimes availing 
themselves of methods such as statistical 
equivalents, linear programming, or databases. In 
general, we can say that these methods are not 
very accurate, work without optimizing costs and 
largely continue to rely on the experience of the 
formulator, which may lead to economic losses, in 
addition to demanding time and availability of raw 
materials. 

4. � NEURAL NETWORKS FOR FORMULATING 
SPECIAL FATS

The incorporation of neural networks in the 
industrial process provides greater automation and 
reduces the laboratory work required for preparation 
by conventional methods. Moreover, by providing 
multiple solutions for each product neural networks 
can be useful in research and development.

In order to meet the needs of the fat products 
industry, the Laboratory of Oils and Fats 
(UNICAMP, BRAZIL) in collaboration with Cflex 
company has developed Mix, a software for 
formulating fats with the help of neural networks 
(Barrera-Arellano et al., 2005).

This software is divided into Mix Creator and 
Mix Full. The Mix Creator is used for supplying data 
on the raw materials used, as well as the 
formulations used as examples during training; this 
is made based on data provided by the input layer. 
The Mix Full, in which the neural network trained 
with specific fats is inserted, has two tools for 
searching for formulations: the “formulation search” 
tool, which locates various formulations with a 
solids profile and melting point within the range of 
specific variations (percentage points which may 
vary at each temperature), and the second one 
being a tool for “approximate solutions search”, 
which identifies solutions with an approximate 
profile, i.e. the best profile that can be achieved 
through fat bases used, although outside the range 
proposed for SFC.

Block et al. (1997) studied neural networks 
using the Mix software for the development of fats 
from three raw materials: one refined soybean oil 
and two partially hydrogenated soybean fats, based 
on the solids profile at temperatures of 10, 20, 25, 
30, 35, and 37 °C. Figure 2 shows the schematic 
diagram of training and operation of the artificial 
neural network.

The efficiency of the neural network in 
developing special fats and the ability to predict the 
SFC of formulated fats were presented by Block 
et al. (1999), and is considered by experts to be 

Raw materials selection

Data collection (Examples)

Neural network training

Efficiency verification

Operation

Figure 2
Construction, training and operation process of the artificial 

neural network.

Table 2
Construction, training and operation  

process of the artificial neural network

SFC (%)
Formulation 

(%)

10 °C 20 °C 25 °C 30 °C 35 °C 37.5 °C A B C

40.22 26.73 20.23 14.63   7.04 3.60   0 70 30

53.01 35.89 28.41 21.26 10.48 5.69 10 80 10

26.71 15.73 11.40   7.35   2.69 0.96   0 50 50
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methods with the neural network method with very 
encouraging results obtained from tests conducted 
in a pilot plant (García, 2010; Gandra, 2011; 
Mattioni, 2010; Scaranto, 2010). Currently, neural 
networks operating with four (Nitatori, et al., 2010) 
and five raw materials have been built and trained 
(Barrera-Arellano et al., 2011) as well as neural 
networks that in addition to considering the solids 
profile also incorporate the melting point as criterion 
for selecting the formulations (Gandra, 2011). 

5.  CONCLUSION

Neural networks are beginning to play an 
important role in the daily life of all human activity, 
and thus industrial operations are gradually 
incorporating this technology into their work 
routines.

The use of neural networks in the formulation of 
fats for specific uses appears as a powerful tool for 
the formulators, making their work easier and more 
efficient, whether it is in research and development 
or production.
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pastries and cakes, comparing conventional 
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